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ABSTRACT
Emotion recognition in conversation (ERC) is essential for developing empathic conversation systems.
In conversation, emotions can exist in multiple modalities, i.e., audio, text, and visual. Due to the
inherent characteristics of each modality, it is not easy for the model to use all modalities effectively
when fusing modal information. However, existing approaches consider the same representation
ability of each modality, resulting in unsatisfactory fusion across modalities. Therefore, we consider
different modalities with different representation abilities, propose the concept of the main modal, i.e.,
the modal with stronger representation ability after feature extraction, and then propose the method of
Main Modal Transformer (MMTr) to improve the effect of multimodal fusion. The method preserves
the integrity of the main modal features and enhances the representation of weak modalities by using
multihead attention to learn the information interactions between modalities. In addition, we designed
a new emotional cue extractor that extracts emotional cues from two levels(the speaker’s self-context
and the contextual context in conversation)to enrich the conversation information obtained by each
modal. Extensive experiments on two benchmark datasets validate the effectiveness and superiority
of our model.

1. Introduction
The main goal of emotion recognition in conversation

(ERC) is to correctly identify the emotions expressed by
each speaker’s utterance during a conversation. Recently,
there has been an increasing number of works on build-
ing intelligent responses in dialog systems such as open-
domain [1], task-oriented [2], and fusion of open-domain
and task-oriented [3]. ERC has greatly increased its impor-
tance in constructing a dialog system that can understand
the users’ emotions and intentions and conduct effective
dialog interactions as a relevant task for dialog systems. It
has made an essential contribution to the better development
of engaging, interactive, and empathetic dialog systems [4],
which has greatly advanced the development of human-
computer interaction. Especially in the current situation of
novel coronavirus pneumonia, the above research is more
relevant.

Studies [5] have shown that humans prefer to feel emo-
tions better through multiple modalities, such as visual and
audio. Figure 1 shows a sample of emotional expressions
in three different modalities. The input to the multimodal
ERC is different modal information for each utterance, and
the model uses this information to make relevant emotion
predictions for the utterance. Since the conversation contains
rich emotional cues, such as speaker information and con-
versation context information, how to effectively utilize the
emotional cues among the modalities is an urgent problem.

Early research on ERC fused multimodal information
by manipulating feature tensors. Zhu et al. [6] performed
multimodal fusion by decomposing the tensor andweights in
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parallel and usingmodal-specific low-order factors.With the
development of graph convolutional networks (GCNs), there
is a significant improvement in the performance of GCN-
based models on multimodal ERC compared to previous
models. For example, Hu et al. [7] proposed a multimodal
fused graph convolutional network (MMGCN) to model
multimodal information and simultaneously capture long-
distance contextual information effectively. However, the
existing multimodal ERC research works consider the rep-
resentation ability of different modalities as the same and
thus enhance the modal features through the information
interaction between the modalities. Since the difference in
the representation ability of the modalities is not a consider-
ation, which leads to the introduction of many noises during
the information interaction and weakens the representation
ability of the modalities, the effect of multimodal fusion in
the above method is not satisfactory.

But then who? The waitress 
I went out with last month?

Joey

No-no-no-no, no! Who, 
who were you talking about?

OK!

Yeah, sure!

Audio Text Visual

Rachel

You know? Forget it!

No, I-I-I-I don't, I 
actually don't know.

All right, well…

AudioTextVisual
Surprise

Emotions

Sadness

Emotions

Surprise

Neutral

Neutral

Fear

Neutral

Figure 1: Multimodal conversation example in MELD.

To address the above issues, we define the modal with
stronger representational ability as the main modal and use
different learning methods for modalities with different rep-
resentational abilities. Based on previous studies [8, 9, 10]
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on psychology, language is the most successful communi-
cation tool, enabling the propagation and accumulation of
human civilization. Language plays a constitutive role in
emotion perception because words ground the otherwise
highly variable instances of an emotion category and are
brought to bear to make meaning of facial expression move-
ments in a given context [11]. Hence, we chose to use
the text representing language as the main modal. In this
paper, we propose the main modal transformer (MMTr)
to improve multimodal fusion methods for a better un-
derstanding of ERC tasks. MMTr is a transformer-based
model but does not contain an encoder-decoder part. It only
uses multiple single- and multihead attention mechanisms
that cross-modally learn features of the source modality to
enhance the representation of the target modality. First, we
use two levels of bidirectional long short-term memory(Bi-
LSTM) for the text modality to extract emotional cues at
the speaker’s self-context level and contextual context-level,
i.e., the cues in the utterance by the same speaker and the
emotional cues between the whole conversation context.
Then, the emotional cues are fused to obtain the purified
text feature representation. For visual and audio modalities,
contextual context-level Bi-LSTM extracts the correspond-
ing emotional cues. It effectively alleviates the problem of
extracting and fusing emotional cues. Second, we select the
text modality as the main modality and the audio and visual
modalities as the target modalities. The target modality
continuously learns the features of other modalities to obtain
enhanced feature representations. MMTr enables the main
modality to maintain its complete representational capabil-
ity, while the relatively weaker modality gradually increases
its representative ability by learning from other modalities,
which effectively alleviates the problem of representational
decay occurring during modal fusion. Finally, the learned
cross-modal features are fused and used to obtain a feature
representation for emotion classification.

We conducted a series of experiments on two public
benchmark multimodal datasets, and the results consistently
show that MMTr significantly outperforms various baseline
methods. The main contributions of this work are as follows:

• We propose that the representational abilities of each
modal in a multimodal task are not the same, and
modalities with different representational abilities
should be learned differently,i.e.,from multimodal to
select the main modal, and then different learning is
performed.

• The MMTr model is proposed to facilitate contextual
understanding of multimodal ERC by preserving the
integrity of the main modal features while enhancing
the weak modal representations to effectively perform
intermodal information fusion.

• Extensive experimental results on two public bench-
mark multimodal datasets demonstrate that our pro-
posedMMTr outperforms the state-of-the-art baseline
models.

2. Related Work
ERC differs from traditional emotion recognition tasks.

Instead of considering emotions as static states, ERC is a
state that constantly changes with the conversation, where
context plays a crucial role. Previous work on ERC has
mainly used text [12], and in the last few years, datasets
with visual, text, and audio cues have been made publicly
available [13, 14]. On these datasets, multiple deep learning
methods are applied to identify emotions. We classify them
as either only using text or using multimodal data.
2.1. Text-based Methods

As an important research area in natural language pro-
cessing, ERC has received extensive attention in recent
years. Ghosal et al. [15] presented a dialog graph convolu-
tional network (DialogueGCN) that adopts a GCN to capture
the self- and interspeaker dependencies among utterances,
which effectively solves the context propagation problem
of DialogueRNN [16]. Ishiwatari et al. [17] proposed rela-
tional graph attention network(R-GAT) with relational posi-
tion encoding not only captures the dependencies between
speakers, but also provides sequential information about the
structure of the relational graph. Ma et al. [18] designed a
hierarchical attention networkwith a residual gated recurrent
unit (HAN-ReGRU) framework to capture the long range
contextual information in an utterance and a conversation. Li
et al. [19] proposed a bidirectional emotional recurrent unit
(BiERU) framework that uses a generalized neural tensor
block to perform context compositionality and employs an
emotion feature extractor to yield emotional features. Ma
et al. [20] adopted a multiview network(MVN) to explore
the emotion representation of a query from two different
views. Zhu et al. [21] utilized the Encoder-Decoder architec-
ture, which combines the representation of topic information
with common-sense information in ERC. Yang et al. [22]
introduced curriculum learning into the field of ERC for the
first time by setting two levels of curriculum to divide the
data. Based on some of the models mentioned above, the
performance of the model was greatly improved.

The above approaches suggest that contextual and speaker
information in conversation is beneficial for emotion recog-
nition. However, the existing approachmay be affected when
facing a lack of future information in the real world or sudden
changes in emotion during a conversation.
2.2. Multimodal-based Methods

Multimodal ERC collects and processes data from mul-
tiple sources (e.g., audio, visual, text, and other informa-
tion) to understand various human emotions from multiple
aspects [23]. Hazarika et al. [24] proposed a conversational
memory network(CMN) that employs separate memory net-
works to store the contextual information for both inter-
locutors. To improve CMN, Hazarika et al. [25] presented
an interactive conversational memory network(ICON) to
hierarchically model the self- and inter-speaker emotional
influences into global memories. Tsai et al. [26] introduced
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Figure 2: Overall architecture of the proposed MMTr.

the multimodal transformer(MulT) to use the basic mod-
ule of the transformer-fusion method with multihead atten-
tion mechanism, which achieves cross-modal information
fusion by using different modalities as Query, Key, and
Value in attention, respectively. Liu et al. [27] designed a
representation learning method for multimodal data using
contrast loss that learns the complementary synergy between
modality effects. Han et al. [28] presented a multimodal
infomax (MMIM) to maintain task-relevant information by
maximizing mutual information in unimodal input pairs.
Tu et al. [29] proposed a multitask graph neural network
(MGNN) to implement a cooperative mechanism in discrete
and dimensional models. This mechanism not only enables
the emotion recognition model to accurately locate simple
and discrete emotional anchors in the entire continuous emo-
tion space (exploration) but also encourages it to effectively
search for complex and subtle emotional states near the
emotional anchors(exploitation). Hu et al. [30] proposed a
newmultimodal dynamic fusion network(MM-DFN) to cap-
ture dynamic changes in contextual information in different
semantic spaces.

The above studies show that multimodal features have
better performance and robustness than unimodal features,
which is more evident in the emotion recognition task.

3. Problem Formulation
In ERC, a conversation is defined as a sequence of utter-

ances {u1, u2,… , uN}, whereN is the number of utterances
in the conversation. Each utterance ui consists of ni tokens,i.e {wi1, wi2,… , wini}. Each conversation has M speakers
P = {p1, p2,… , pM}, (M ≥ 2), and each utterance uiis spoken by a speaker p�(ui), where the utterance index �
is mapped to the corresponding speaker. In addition, we
define U� to represent the set of utterance spoken by the
party p�. U� = {ui|ui ∈ U and ui spoken by p�,∀i ∈
[1, N]} , � ∈ [1,M]. The discrete values yi ∈ S are used

to represent the emotion labels of ui, where S is the set
of emotion labels. The objective of this task is to predict
the emotion label yi for a given query utterance ui basedon dialog context {u1, u2,… , uN} and the corresponding
information. Each utterance contains data sources from three
features corresponding to three modalities Audio (A), Visual
(V), and Text (T), denoted as follows:

ui = [uAi , u
V
i , u

T
i ], (1)

where uAi ∈ ℝdA , uVi ∈ ℝdV ,and uTi ∈ ℝdT represent the
Audio, Visual, and Text modalities,respectively. For the rest
of the paper,d(⋅) represents the feature dimension.

4. Proposed MMTr
Our MMTr modeling is as follows: we obtain three

modal features of the conversation data: text, audio, and
visual. We obtain the three modal features of the emotional
cues and use the cross-modal fusion(CMF) module to fuse
the modal features through different learning, and finally
obtain the results of emotional recognition. Figure 2 shows
the overall architecture of the MMTr. Note that the text
modality is the main modality in our model, so we use the
Speakers/Context-Aware (S/C-Aware) module to obtain two
levels of emotional cues and use the contextual context-level
emotional cue extractor for audio and visual modalities to
obtain more conversational information.
4.1. Unimodal Feature Extraction
4.1.1. Text feature extraction

To obtain better utterance representation and achieve our
goal of obtainingmodal features with strong representational
ability, we use the large general pretrained language model
RoBERTa-Large [31] for text vector encoding extraction.
The architecture of RoBERTa-Large is the same as BERT-
Large [32]. Based on BERT, it has been optimized by
using larger batches of more data and training the model
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for a longer time. However, unlike other downstream tasks,
we use the transformer structure to encode the utterances
without classifying or decoding them. More specifically,
for each utterance in the text modal, we precede its token
with a special token [CLS] to make it of the form of
{[CLS], wi1, wi2,… , wini}. Then we use the pooled em-
bedding result of the last layer of [CLS] as the feature
representation of uTi , and finally, we obtain a sentence vectorwith 1024 dimensions for each utterance.
4.1.2. Audio feature extraction

According to the configuration of ICON [25], we used
OpenSmile [33] for audio feature extraction. With the IS13
comparison profile, which extracted a total of 6373 features
for each utterance video, we reduced the dimensionality to
1582 for the IEMOCAP and 300 for the MELD dataset by
using a fully connected layer.
4.1.3. Visual feature extraction

The visual facial features were extracted by pretraining
on the Facial Expression Recognition Plus (FER+) [34]
corpus using DenseNet [35]. This captures changes in the
expression of the speakers, which is very important infor-
mation for ERC. Finally, a 342-dimensional visual feature
representation was obtained.
4.2. Speaker/Context-Aware Module

Existing methods mainly use GRU, LSTM, and attention
to extract emotional cues. In this part, two Bi-LSTMs are
used to capture emotional cues at the contextual context-
level and the speaker’s self-context level.
4.2.1. C-LSTM module

To learn the contextual representation at the contextual
context-level, we capture the sequential dependencies be-
tween neighboring utterances in the conversation context
by C-LSTM. Taking the textual features of each utterance
{uTi }

N
i=1 ∈ ℝdT as input, the contextual context-level cues

representation tci ∈ ℝ2dT can be computed as follows:

tci , ℎ
c
i = ⃖⃖⃖⃖⃖⃖⃖⃖⃖⃖⃖⃖⃖⃗LSTMC (uTi , ℎ

c
i−1), (2)

where ℎci ∈ ℝdT is the i-th hidden layer state of the LSTM
in the context layer.
4.2.2. S-LSTM module

To learn contextual representations at the speaker’s self-
context level, we use a S-LSTM to capture correlations
between neighboring utterances of the same speaker. Given
the textual features {uTi }Ni=1 of each utterance, the speaker’s
self-context level cues representation csi ∈ ℝ2dT can be
computed as:

csi , ℎ
s
�,j = ⃖⃖⃖⃖⃖⃖⃖⃖⃖⃖⃖⃖⃖⃗LSTMS (uTi , ℎ

s
�,j−1), j ∈ [1, |U�|], (3)

where � = �(ui) , U� refers to the set of all utterances of thespeaker p�. ℎs�,j ∈ ℝdT is the hidden layer state of the j-th
speaker’s self-context level LSTM of speaker p� .

Finally, the two levels of emotional cues obtained from
the above calculation are fused to obtain an information-
enhanced textual modal representation HT

i of the current
utterance, which is calculated as follows:

HT
i = tci + c

s
i , (4)

4.2.3. A/V-LSTM module
For audio and visual modal, we use A/V-LSTM for

contextual context-level cues extraction, which is computed
as follows:

HA
i , ℎ

a
i = ⃖⃖⃖⃖⃖⃖⃖⃖⃖⃖⃖⃖⃖⃗LSTMA(uAi , ℎ

a
i−1),

HV
i , ℎ

v
i = ⃖⃖⃖⃖⃖⃖⃖⃖⃖⃖⃖⃖⃖⃗LSTMV (uVi , ℎ

v
i−1),

(5)

where ℎai , ℎvi are divided into the i-th hidden layer states
of the audio and visual modal LSTM, and HT

i ∈ ℝ2dT

, HA
i ∈ ℝ2dA , HV

i ∈ ℝ2dV are the contextual feature
representations of text, audio, and visual, respectively.

Finally, the individualmodal features of theN utterances
in the conversation are aggregated separately, and the fea-
tures of each modal are aligned through a linear layer to dT :

HT = Linear(∥Ni=1 H
T
i ),

HA = Linear(∥Ni=1 H
A
i ),

HV = Linear(∥Ni=1 H
V
i ),

(6)

where ∥ denotes the concatenation operation,HT ,HA,HV ∈
ℝLT ×dT ,and L(⋅) is the sequence length.
4.3. Cross-modal Fusion Module
4.3.1. Cross-modal attention

Cross-modal attention is used to achieve cross-modal
information interaction in the context of utterances, bywhich
the module potentially fuses the information flow from the
source modal to the target modal, e.g., T ext→ V isual, and
enhances the representation of the visual modal by learning
the feature representation of the text modal.

First, we define Query as QV = HVWQV
, Keys as

KT = HTWKT
, and Values as VT = HTWVT

, whereW(⋅)is the trainable weight matrix. The information flow fusion
from text modal to visual modal is represented on the cross-
modal attention as:

YV T = CAT→V (HV ,HT )

= sof tmax(
QV KT

T√
dT

)VT ,
(7)

where YV T ∈ ℝLT ×dT . CA is the cross-modal attention
module, which is used to compute the score matrix between
the two modalities. We learn adaptively from the low-level
features, which facilitates our model to retain the low-level
information of each source modal.
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4.3.2. Cross-modal transformer
Based on the above cross-modal attention, we designed a

cross-modal transformer (CMT) with the structure shown in
Figure 3. The learning of this module makes the modality
with weaker representation ability enhance the represen-
tation ability of its modality by learning the features of
other modalities. In the following example, we take the text
information transfer to the visual as an example, denoted as
T → V . Each CMT is composed of a cross-modal attention
block at layer D. ACMT is computed on the previous D layer
as follows:

Z(0)
T→V = H (0)

V ,

Z̃(i)
T→V = CA(i),mul

T→V (Norm(Z(i−1)
T→V ),Norm(H (0)

T ))

+Norm(Z(i−1)
T→V ), (8)

Z(i)
T→V = f�(i)T→V

(Norm(Z̃(i)
T→V )) + Norm(Z̃(i)

T→V ), (9)

where f� is a position forward sublayer parameterized by
� , and CAmul(⋅) denotes the multihead cross-modal attention
block.

Multi-head 
Attention

Add & Norm

Feed 
Forward

Add & Norm

(0)HV

(i 1)
VZT

−
→

(0)HT

QV KT VT

(i)ZT V→

( )Z D
T V→ CMT

D-th
Layers

i-th
Layers

( )T V→

Source modalTarget modal

Figure 3: The architecture of CMT.

In this process, each modal continuously updates its
representational abilities through low-level external infor-
mation from the multihead cross-modal attention block. At
each level of the cross-modal attention block, the source
modality’s low-level information is transformed into a dif-
ferent set of Key/Value pairs that interact with the target
modality.
4.3.3. Self-attention

We aggregate the output of MMTr sharing the same
target modal, i.e., X{V ,A} ∈ ℝLT ×dT is calculated as in
Equation(10). Then, the sequence information is collected

by self-attention to obtain the feature representation of a
modal of the current utterance after fusion.

XV = ZD
T→V ⊕ZD

A→V , (10)
ZV = Attention(XV ), (11)

4.4. Modal Fusion
We connect the fused target modality Z(⋅) with the

mainmodalHT and generate feature representationsXfusionfrom different modalities for each utterance. Finally, we
collect the comprehensive sequence information of Xfusionthrough self-attention to obtain the final feature representa-
tionHfusion of the current utterance.

Xfusion = HT ⊕ZV ⊕ZA, (12)
Hfusion = Attention(Xfusion), (13)

Then,Hfusion is fed into an MLP with a fully connected
layer for predicting the emotion label ŷi .

Pi = RELU(WLHfusion + bL), (14)
ŷi = argmax

k
(Pi[k]) (15)

4.5. Loss Function
We use the standard cross-entropy and L2 regularization

as the loss function in the training process.

 = − 1∑N
s=1 c(s)

N∑
i=1

c(i)∑
j=1

logPi,j[yi,j] + �‖�‖2 (16)

where N is the number of conversations, c(i) is the num-
ber of utterances in conversation i, Pi,j is the probability
distribution of the predicted emotion labels of utterance j
in conversation i, yi,j is the predicted category labels of
utterance j in conversation i, � is the L2 regularization
weight, and � is the set of all trainable parameters. We use
the Adam [36] optimizer with stochastic gradient descent to
train our network model.

5. EXPERIMENTS
In this section, we present the experimental setting con-

sisting of datasets, evaluation metrics,baselines,and imple-
mentation details.
5.1. Datasets and Evaluations

We evaluated the effectiveness of our model on two
benchmark datasets: IEMOCAP [14] and MELD [13]. Both
datasets are multimodal ERC datasets containing text, audio,
and visual. We divided the datasets according to MMGCN
[7] . Table 1 shows the data distribution of the two datasets.

• IEMOCAP:The multimodal ERC dataset. Each con-
versation in IEMOCAP is from two actors’ perfor-
mances based on the script. There are 7433 utterances
and 151 conversations in IEMOCAP. Each utterance
in the conversation is labeled with six categories of
emotions: happy, sad, neutral, angry, excited, and
frustrated.

Shihao Zou et al.: Preprint submitted to Elsevier Page 5 of 11
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Table 1
Data distribution of IEMOCAP and MELD.

Dataset ♯Conversation ♯Utterance ♯Classes

Train+Val Test Train+Val Test

IEMOCAP 120 31 5810 1623 6
MELD 1153 280 11098 2610 7

• MELD:The data were obtained from the TV show
Friends and included a total of 13708 utterances and
1433 conversations. Unlike the IEMOCAP dyadic
dataset, MELD has three or more speakers in a con-
versation, and each utterance in the conversation is
labeled with seven categories of emotions: neutral,
surprise, fear, sadness, joy, disgust, and anger.

Evaluationmetrics: We use the F1-score to evaluate the
performance for each emotion class and use the weighted
average of accuracy and F1-score to evaluate the overall
performance on the two datasets.
5.2. Baseline Model

• BC-LSTM [37]: It encodes contextual semantic in-
formation through a Bi-LSTM network, but does not
consider the speaker’s information.

• ICON [25]: TwoGRUs are used tomodel the speaker’s
information, additional global GRUs are used to track
changes in emotional states throughout the conver-
sation, and a multilayer memory network is used to
model global emotional states. However, the ICON
still cannot be adapted to multiple speakers scenarios.

• DialogueRNN [16]: It models the speaker and se-
quential information in a conversation through three
different GRUs (global GRU, speaker GRU, and emo-
tion GRU), but DialogueRNN does not improve much
in the multimodal domain.

• DialogueGCN [15]: It applies GCN to ERC, and
the generated features can integrate rich information.
RGCN and GCN are both nonspectral domain GCN
models for encoding graphs.

• DialogueXL [38]: DialogueXL uses theXLNetmodel
for ERC to obtain global contextual information.

• DialogueCRN [39]: DialogueCRN introduces a cog-
nitive phase that extracts and integrates emotional
cues from the context retrieved during the perception
phase.

• MMGCN [7]: MMGCN uses GCN networks to ob-
tain contextual information, which not only effectively
compensates for the drawback of not being able to
exploit multimodal dependencies in DialogueGCN
but also effectively uses the speaker’s information for
ERC.

• MM-DFN [30]: MM-DFN fuses multimodal contex-
tual information by designing a new graph-based dy-
namic fusion module to fully understand multimodal
conversational contexts to recognize emotions in ut-
terances.

5.3. Implementation Details
We implemented our proposed MMTr model on the

PyTorch framework. The hyperparameters are set as follows:
the number of multihead attention heads in MMTr is 5
(i.e., m = 5), where the number of layers in the multihead
attention module is 5 (i.e., l = 5). Dropout was 0.2 in both
the IEMOCAP and MELD. The learning rate is 0.0001 in
IEMOCAP and 0.0003 in MELD. The L2 regularization is
set to 3e-05. The batch_size on both IEMOCAP and MELD
is set to 16 . Each training and testing process runs on a single
RTX 3090 GPU, with each training process containing 25
epochs in IEMOCAP and up to 2.5 seconds per epoch and
20 epochs in MELD and up to 15 seconds per epoch. The
reports of our implemented models are based on the average
scores of 5 random runs on the test set.

6. Results and Analysis
We discuss the experimental results of our proposed and

baseline models and conduct an ablation study to investigate
the contributions of the emotional cue extractor and the
main modal. Then, we verify the effects of text embedding,
various modalities, and parameters on the model through
different experiments. Finally, we perform error analysis and
a case study.
6.1. Comparison with Other Baseline Models

Table 2 shows our proposed MMTr and baseline exper-
imental results on the IEMOCAP and MELD datasets. The
baseline results followed by "∗" are rerun using the open-
source code. For a fair comparison, using our processed
data, we performed experiments on all baseline models that
we could reconstruct to later compare the effects of text
embedding, shown in the table as "+RoBERTa". "-" means
that these results are unavailable in the original paper. Other
baselines with results were copied from [30].

Table 2 and Figure 4 report the experimental results on
the IEMOCAP andMELDdataset.We find that: (1) The pro-
posed MMTr outperforms all the baseline models in terms
of the weighted accuracy and F1-score, demonstrating the
effectiveness of our model on multimodal ERC. (2) MMTr
outperformsMM-DFN regarding the weighted accuracy and
F1-score. This indicates that MMTr has better results for
extracting the speaker’s information in conversations than
the state-of-the-art baseline model that uses the speaker’s
information. (3) In the comparison betweenMMTr andMM-
DFN for individual emotion categories, as shown in Figure
4, we obtained the best performance for all categories in the
MELD dataset and achieved the best results for most of the
emotion categories in the IEMOCAP dataset. In particular,
among the emotion categories in MELD, many of them
have smaller sample numbers, such as surprise, joy, fear,
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disgust, which are more difficult to classify as emotion cate-
gories and achieve much better results than MM-DFN. Note
that MM-DFN also reports the F1-score per class, except
for two classes (i.e.,Fear and Disgust) on MELD, whose
results are not statistically significant due to the smaller
number of training samples,so they are combined into other
similar emotion category samples. These results verify that
the proposed model recognizes the most emotional classes,
including the minority classes.
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Figure 4: Model-predicted emotional category scores on IEMO-
CAP and MELD between MMTr and MM-DFN.

6.2. Ablation Study
To investigate the contributions of the emotional cues

extractor and the main modal proposed in MMTr, we con-
duct an ablation study on the two datasets. We consider the
following settings:

• Only T:We use only the text modal for multimodal
ERC.

• Only A:We use only the audio modal for multimodal
ERC.

• Only V:We use only the visual modal for multimodal
ERC.

• A as the main modal:We use the audio modal as the
main modal for multimodal ERC.

• V as the main modal:We use the visual modal as the
main modal for multimodal ERC.

• T+A+V:We treat the representational abilities of the
three modalities as the same and use them for multi-
modal information fusion.

• w/o S/C-Aware:We remove the emotion cues extrac-
tor used.

Table 3 and Figure 5 show the ablation results. From
the results, we conclude that: (1) The performance of mul-
timodal data input is better than that of single-modal data
input, and the performance of text modal is far better than
that of the other two modalities. (2) Comparing only T and
T+V+A, we find that the results are better when adding
two other modal information to the text features than when
using only a single text modality. This is because audio
and visual can assist the text to some extent, especially in

Table 2
Experimental results on IEMOCAP and MELD datasets. Re-
sults of baselines followed by "∗" are rerun using open-source
code ,and other baselines are copied from [30]. Best results are
in boldface, and "-" means that these results are unavailable
from original paper.

Models
IEMOCAP MELD

ACC W-F1 ACC W-F1

BC-LSTM∗ 60.94 60.01 59.27 56.97
ICON∗ 64.00 63.50 - -

DialogueRNN∗ 64.26 63.14 59.81 57.59
+RoBERTa 66.42 66.39 63.41 62.86

DialogueGCN∗ 63.22 62.89 60.31 56.36
+RoBERTa 66.05 64.91 62.99 62.76
DialogueXL∗ - 65.94 - 62.41
DialogueCRN∗ 67.16 67.21 61.11 58.67
+RoBERTa 68.15 68.35 63.87 63.69
MMGCN∗ 66.06 65.65 61.26 57.97
+RoBERTa 69.13 69.01 64.18 63.54
MM-DFN 68.21 68.18 62.49 59.46

Ours(MMTr) 70.87 69.53 62.50 60.58
+RoBERTa 72.27 71.91 64.64 64.41

utterance where the emotional expression of the text is not
obvious. However, we found that the performance onMELD
is not apparent, found through exploration: the number of
utterances per conversation in MELD is higher, and the
utterances are shorter, the extraction of audio and visual
features corresponding to the utterances is poor, so it leads
to no significant improvement after adding the information
of these two modalities. (3) By selecting audio and visual
as the main modal, we verify the correctness of our text
selection, which has stronger representational power as the
main modal. (4) The S/C-Aware emotion cue extractor is
useful because removing it leads to a performance decrease
on the two datasets. (5) Comparing the IEMOCAP and
MELD datasets, we find that MELD is more challenging
to extract emotional cues in S/C-Aware than IEMOCAP.
This is probably because IEMOCAP and MELD are dyadic
and multiparty conversation datasets; hence, utilizing the
speaker information is more critical for MELD. However,
our emotion cue extractor formultiperson scenarios is not yet
able to accurately extract the emotion cues of each speaker.
6.3. Effect of Text Embedding

Table 2 reports the experimental results. We observe that
using RoBERTa embeddings has better performance than
using TextCNN embeddings on the two datasets, both in the
baseline model and MMTr. This indicates that high-quality
deep contextualized word representations can further im-
prove the effectiveness of the model. The benefit also coin-
cides with our expectation of obtaining the best main modal
representation capability after selecting the main modalities.
Moreover, compared with TextCNN embeddings, MMTr
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Table 3
Ablation study on two datasets. T for text modal, A for audio
modal, and V for visual modal.

IEMOCAP MELD

ACC W-F1 ACC W-F1

Only T 67.42 67.28 63.40 63.23
Only A 45.78 46.42 43.22 38.85
Only V 38.08 38.25 36.25 34.19

A as the main modal 70.00 69.50 63.28 63.40
V as the main modal 69.64 69.28 63.28 63.41

T+V+A 70.53 70.48 63.39 63.40
w/o S/C-Aware 62.60 62.41 62.42 62.20

Ours 72.27 71.91 64.64 64.41
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Figure 5: Confusion matrix for IEMOCAP modal combinations.

using RoBERTa embeddings has more significant improve-
ment on MELD than on IEMOCAP(i.e.,2.14% vs. 1.4% and
3.83% vs. 2.38% in terms of the weighted accuracy and F1-
score, respectively). The reason, as analyzed in (2) of the
ablation experiment, is that since the extracted audio and
visual features are not very good, it is necessary to enhance
the modal features by the main modal features.Therefore the
performance gain obtained by selecting RoBERTa as the text
embedding is desirable and necessary.

6.4. Various Modality and Analysis
Table 3 shows the performance of our model on the

MELD and IEMOCAP datasets under different modal com-
binations. It is easy to find that: (1) For audio features, the
frequency and amplitude of the voice can reflect the intensity
of the speaker’s emotion but not the intensity of a specific
emotion. For example, the voice when happy and angry may
both have a distinct upward intonation compared to other
emotions. Therefore, it is difficult to correctly distinguish the
current speaker’s emotion through audio data alone when
certain emotions have similar frequencies and amplitudes.
(2) For visual features, it is easy to judge the speaker’s
expression by facial features, but because the speaker in-
tentionally hides his or her facial expression, it is difficult
for visual features to make correct emotional judgments. (3)
We verify the influence of the fusion method with different
modalities as the main modal on the model, and the three
modalities are treated on the model equally. Both achieve
good results but still fall short of MMTr. The results indicate
that taking text as the main modal has a significant impact.
The fusion methods that do not consider the modal represen-
tation ability introduce much noise and weaken the modal
representation ability.
6.5. Parameter Sensitivity

In the proposed model, we use different numbers of
heads in multihead attention and layers of cross-modal mul-
tihead attention and observe the corresponding w-F1 scores.
This analysis is demonstrated in Figure 6, where one can
observe that the proposed model with m = 5 heads in
the cross-modal attention module and using l = 5 layers
of cross-modal attention blocks obtains higher quantitative
measures on both datasets.
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Figure 6: Effects of layer and head num used in MMTr on
model.

6.6. Error Analysis
We study the IEMOCAP dataset in detail for error anal-

ysis of our model. We observe the emotion transition at
the utterance level, i.e., emotion shift in adjacent utter-
ances in the sampled utterance sample [Figure 7(a)] and
speaker level, i.e., emotion shifts in utterances spoken by
the same speaker [Figure 7(b)]. We find a high percentage
of transitions between similar emotions, inferring that the
models confuse similar classes of emotion. After analyzing
the prediction results for the whole dataset, as shown in
Figure 5(d), we predicted the happy category with a large
proportion of its similar label excited, which verifies our
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above speculation. We also found that the number of neutral
categories transferred to other emotion categories was very
high, resulting in more emotion categories being misclassi-
fied as neutral when classifying neutral emotion categories
that were initially larger in sample numbers. This further
reduces the effectiveness of the model classification.
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Figure 7: Utterance/Speaker-level Emotion transition in
IEMOCAP. These are emotion transitions in consecutive ut-
terances across/same speakers.

6.7. Case Study
Figure 8 shows a conversation sampled from the MELD

dataset and a heatmap visualization of the three modal fea-
tures of the current conversation. The conversation depicts
a scenario in which Rachel and Ross, as a couple, argue
because Rachel does not have time for Ross. In most cases,
they feel sad or angry. At the beginning of the conversation,
Ross’s emotional state is neutral, while Rachel has already
felt sad about Ross’s words, so her emotional state shifts
from the previous one. We can see from the heatmap that
our feature representation of the text modal distinguishes
between the first three sentences in which the emotional shift
occurs. Over time, they become emotional. Both people are
angry about each other’s words. Although the text modal
features at this point appear to be more similar in color than
identical in conversations with the same Angry emotion,
the final correct emotion classification is made by fusing
other modal information through MMTr. The case appears
not only as emotion shifting but also as a few emotion
labels. As a more difficult dialog category to predict, MMTr
can achieve correct prediction, indicating that selecting the
correct main modal and then fusing it with other modal
information can effectively alleviate the problem of emotion
shifting and improve the correct rate of minority emotion
category prediction.

7. Conclusion and future work
In this paper, we acquired emotional cues at both levels

of the speaker’s self-context and contextual context through
an emotional cues extractor. In addition, we proposed a new
multimodal fusion method that uses modalities with strong
representational power as the main modal and enhances the

U1: Hi. Look um, about what 
happened earlier…

U2: No, hey, well, I-I completely 
understand.You are, you are 
stressed.  

U3: I was gonna give you a 
chance to apologise to me.  

U8: Yeah, well you never have the 
time. I mean, I don’t fell like I 
even have a girlfriend anymore, 
Rachel.  

U9: Wh, Ross what do you  
want from me?  

U10: You want me, you want 
me to quit my job so you 
can feel like you have a 
girlfriend?  

U0: Hey. [Neutral]

…

Text modal

Visual modal

Audio modal

[Sadness]

[Neutral]

[Disgust]

[Angry]

[Angry]

[Angry]

Figure 8: Case study in MELD.

representational power of weak modalities by preserving the
integrity of their main modal features. We then designed
a new multimodal ERC model, i.e., MMTr. We conducted
comparative experiments on two benchmark datasets, and
the experimental results showed that the model outperforms
existing models with multimodal ERCs. In addition, the
experimental results validated the correctness of our hypoth-
esis of using text as the main modal.

However, MMTr still has shortcomings that must be
improved in the future. For example, the two-level emotional
cue extractor we use does not extract emotional cues well
in multiperson conversations. Therefore we want to improve
this method to adapt to multiperson conversation scenarios
by extracting the corresponding features for each speaker. In
addition, we currently use advanced feature extractors only
for text modal, while for audio and visual modalities, we
have not yet obtained good feature representations. Thus,
in our future research, we need to extract more effective
feature information of other modalities and improve the
fusion strategy of the main modal transformer.
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